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Abstract—This paper analyses green cloud computing with
a focus on workload distribution, resource allocation, and sus-
tainable load balancing to increase energy efficiency in cloud
data centers. Our systematic mapping study examines current
research to identify progress and challenges in developing energy-
efficient solutions, given the growing energy demands of cloud
services. Using a methodical approach, we reviewed 23 papers,
classifying them according to their contribution types , research
types, and focus areas. Important conclusions show that although
a lot of work has gone into developing theoretical frameworks and
algorithms to cut down on energy use, problems still exist with
resource allocation and performance maintenance in dynamic
cloud environments. The study additionally highlights research
gaps, especially in flexible resource allocation methods and real-
time load balancing. Contributions to research were shared
through significant platforms such as IEEE and Scopus. Our
results highlight the necessity of further research into green
computing techniques in order to reduce the environmental
effect of cloud data centers without affecting dependability
or performance. The goal of this research is to guide future
studies into developing cloud computing methods that are more
sustainable and efficient.

Keywords—green cloud computing, load balancing, energy
efficiency, cloud data centers, sustainability.

I. INTRODUCTION

The rapid expansion of cloud computing has revolutionized

the way data is stored, processed, and accessed, with cloud

data centers at the core, housing vast arrays of servers and net-

working equipment. However, this advancement comes with

significant energy consumption, heightened by the growing

amount of data generated and processed globally due to

fields such as Big Data, the Internet of Things (IoT), and

Cloud Computing. To address the rising operational costs

and environmental impact, green computing and sustainable

practices have emerged as critical areas of research, focus-

ing on enhancing energy efficiency through optimized load

balancing, workload distribution, and resource allocation [1],

[2]. However, while these strategies can reduce energy usage

and maintain performance, special attention must be given to

time-critical applications hosted in the cloud, as changes to

data allocation or load balancing must not compromise the

system’s reliability or real-time capabilities [3].

Environmental sustainability is one of the most pressing global

challenges today, driving our decision to conduct research

on green cloud computing. As cloud computing continues to

grow, its energy consumption rises as well, making it essen-

tial to explore sustainable methods for managing cloud data

centers [4]. By focusing on techniques like load balancing,

workload distribution, and resource allocation, our research

aims to identify ways to optimize energy usage. Our interest

in this subject stems from its potential to not only enhance

the efficiency of cloud operations but also align technological

innovation with environmental responsibility. The goal of our

study is to systematically examine the current methods and

future opportunities to improve the energy efficiency and

sustainability of cloud computing, ensuring that data centers

can operate in a way that minimizes their ecological footprint

while maintaining high performance.

The rest of the study is structured as follows: The process

for our systematic mapping study is outlined in Section 2,

along with the screening techniques, classification scheme,

and preliminary search findings. We go into great detail about

our findings and analysis from the mapping study results



in Section 3. The discussion is provided in Section 4. The

paper’s conclusion and future research directions are provided

in Section 5.

II. THE MAPPING PROCESS

A systematic mapping study aims at providing a deep

overview of research conducted in a particular field and is also

directed towards structuring the research results in an efficient

manner to identify research gaps [24]. In order to perform a

systematic mapping study on “Real-time cloud services” , we

have followed an approach detailed by Petersen et.al [24]. The

study approach is divided into 5 steps:

Figure 1: Mapping process [24]

A. DEFINITION OF THE RESEARCH

RQ1: Which topics related to green (sustainable) load bal-

ancing algorithms in cloud data centers have been investigated,

and to what extent?

Motivation: This question aims to identify the primary

subjects and aspects that have been studied in the area of

sustainable load balancing in cloud data centers, highlighting

any gaps in understanding or areas of particular focus.

RQ2: What types of research methods and contributions

have been made in the study of green load balancing algo-

rithms for cloud data centers, and to what extent has each

type been represented?

Motivation: The purpose of this question is to evaluate the

depth and breadth of research in the topic by looking at the

various study methodologies (such as theoretical, empirical,

and simulation-based) and understanding a variety of contri-

butions (e.g. as new algorithms, evaluations, and surveys).

RQ3: In which forums has research on green (sustainable)

load balancing algorithms for cloud data centers been pub-

lished?

Motivation: This question seeks to identify the principal

publication platforms (conferences, journals) where research

on this issue is distributed, thus providing information about

where the field’s key contributions are published.

B. Conducting the search of relevant papers

Before beginning the search for our study on Green Load

Balancing Algorithms for Cloud Data Centers, we prepared a

set of keywords that are essential to our area of study. The

purpose of these keywords was to identify publications that

addressed sustainable and green approaches to load balancing

in cloud data centers. The search terms were specifically

designed to find articles that highlight energy efficiency and

sustainability in cloud computing systems while discussing

load balancing algorithms and approaches in this field.

We limited the databases used for this study to IEEE

Xplore and Scopus, which are known for their substantial

peer-reviewed content and focus on technical and scientific

research. The keywords that best represent our field of re-

search have been integrated into the carefully structured search

searches. We specifically reviewed papers that addressed load

balancing and green/sustainable computing in relation to cloud

data centers.

The search query used in our study was: (”green” OR

”sustainable” OR ”energy efficiency”) AND (”load balancing”

OR ”workload distribution” OR ”resource allocation”) AND

(”cloud data centers” OR ”cloud computing” OR ”data cen-

ters”). This query was applied across two selected databases,

covering the years 2022 to 2024. From IEEE Xplore, a total

of 420 articles were obtained from IEEE Xplore, while 595

articles were obtained from Scopus. This resulted in an initial

pool of 1,015 articles. To refine these results and focus on the

core areas of green/sustainable load balancing in cloud data

centers, we implemented a multi-phase screening process.

C. Paper screening

To effectively select the most relevant papers in the area

of our study, a screening process is required. Our study’s

screening process depends on a number of inclusion-exclusion

criteria. The following provides a detailed explanation of our

inclusion-exclusion criteria.

Inclusion Criteria

1) Papers included only peer-reviewed articles, confer-

ences, and journals.

2) Papers should be based on green/sustainable cloud com-

puting.

3) Papers must address the cloud from “cloud computing”

and “cloud services” perspectives.
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4) Papers were selected in a timespan range of 2022-2024.

Exclusion Criteria

1) Studies that focus on cloud computing aspects unrelated

to sustainability will be excluded.

2) All the non peer-reviewed papers in the form of ab-

stracts, editorials, or keynotes are excluded.

3) Papers which are not in the English language are ex-

cluded.

The inclusion-exclusion criteria that we defined could ef-

fectively filter out papers that were not relevant to the current

study. The four stages of the screening process, which was

based on the inclusion-exclusion criteria mentioned above,

include keyword, title, abstract, and full text screenings.

Figure 2: Selection Process

The paper selection followed a four-phase process as shown

in Figure 1:Phase 0: In this phase, we have screened the

papers based on the application of our search string to various

database sources. The results of Phase 0 were obtained and it

yielded us with a total of 1015 articles from different database

sources.

Phase 1: In Phase 1, we consider all the papers from Phase

0 and do a ‘Title-based selection’ and this could efficiently

bring down the paper results when compared to Phase 0. By

performing a title based search query, we could bring down

the papers to 78 of which IEEE and Scopus constitute 41 and

37 articles, respectively.

Phase 2: After screening the papers based on title, we

proceeded to Phase 2, which is an abstract based selection. In

this phase, we eliminated the duplicate papers and thus could

bring down the paper count to 25 articles, of which IEEE has

a contribution of 16 and Scopus 9 articles.

Phase 3: In some of the papers, reading the abstract was

not enough to gather the necessary information therefore we

continued by reading the full-text, mainly the introduction and

Figure 3: Classification Scheme

conclusion sections. This could further narrow our search to

23 papers, which we consider further for our mapping study.

DataBases Initial Title Abstract Full Text
IEEE 420 41 16 14

Scopus 595 37 9 9
Total 1015 78 25 23

Table I: Database Search Results

D. Abstract keywording

The next stage of our mapping study was to assign each

paper a relevant set of ”keywords”. Our main goal was to

find articles about green/sustainable methods and algorithms

built for optimizing load balancing, resource allocation, and

energy efficiency in cloud data centers based on the previously

established research objectives. At the same time, we aimed

to look at the difficulties in achieving efficient and consistent

performance in cloud environments.

The primary keywords we assigned were: ‘energy-efficient

techniques’, ‘load balancing algorithms’, ‘resource allocation

strategies’, ‘sustainable cloud computing’, and ‘real-time per-

formance challenges’. After analyzing the content and focus of

the selected papers, we developed a more detailed classifica-

tion scheme that reflects the higher-level view of the research

field in this topic.

We divided the articles on green load balancing strategies into

three main categories: performance, resource management, and

energy efficiency. We were able to break down the research

into separate categories, each of which covered an essential

part of sustainable load balancing in cloud data centers.

Papers in the Energy-efficient category mostly addressed ap-

proaches to reducing cloud data center energy usage. These

approaches included cost-aware energy models, power-aware
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methods, and other techniques meant to reduce energy use

without losing system functionality.

The papers were separated into discussions on resource alloca-

tion and resource utilization under the Resource Management

Strategies category. Heuristic and meta-heuristic methods for

optimizing resource distribution among cloud data centers

were studied in resource allocation papers. These approaches

aimed to minimize energy usage while ensuring that resources

were distributed effectively to satisfy workload needs. On

the other hand, resource utilization articles studied methods

to optimize resource use without losing system performance

or energy efficiency. By reducing waste and optimizing the

use of available resources, these approaches were essential in

sustainable cloud computing.

Another important area of study was load balancing algo-

rithms. This category’s papers addressed a range of methods

intended to divide tasks while taking energy simplicity into

consideration. These algorithms were further divided into two

categories: dynamic algorithms and static algorithms. Static

algorithms manage workloads using preset, fixed distribution

techniques that are not updated in real time according to

system conditions. On the other hand, dynamic algorithms

modify workload distribution in response to current data

center conditions, improving system performance and energy

efficiency. In cloud environments that vary, these dynamic

algorithms were especially useful for optimizing resource

utilization.

A tiny percentage of the research for the Performance

category focused on real-time cloud services, where it is

essential to balance workload distribution while ensuring reg-

ular and on-time termination of work. The ability of real-

time approaches to ensure low-latency response times and

predictable execution was looked at. In order to ensure tasks

were scheduled and finished within the specified period of

time, these papers focused on making sure load balancing

algorithms could adjust to the changing demands of green

cloud environments.

Publication type 2022 2023 2024 Total %
Conference 3 7 5 15 65.22%

Journal 1 2 5 8 34.78%

Total 4 9 10 23 100%

Table II: Paper distribution by publication type

The table summarizes the number of publications in con-

ferences and journals from 2022 to 2024. It shows that

the majority of publications are from conferences (65.22%)

compared to journals (34.78%), with a total of 15 publications

over the three years. The number of conference publications

peaked in 2023, while journal publications steadily increased

from 2022 to 2024.

III. MAPPING STUDY RESULTS

The results are organized into three main subsections. The

first subsection classifies the primary findings according to the

research focus area, publication type, and contribution type, as

well as the detailed classification scheme previously described.

In the second subsection, we present the comprehensive results

of our mapping study, which was conducted using 23 selected

papers. This subsection includes a comparison-based analysis,

highlighting the research contributions, methodologies, scope,

limitations, and outcomes of these works [3]. Finally, the third

subsection addresses the research gaps identified through our

study.

Focus Area 2022 2023 2024 Total %
Energy Efficiency 4 8 3 15 35.71%
Load Balancing 0 1 10 11 26.19%
Resource Allocation 2 5 4 11 26.19%
Resource Utilization 0 1 2 3 7.14%
Real Time 0 0 2 2 4.76%
Total 6 14 17 42 100%

Table III: Focus Areas from 2022 to 2024

Table III shows a detailed division of the focus area, based

on energy efficiency (15 papers, 35.71%), load balancing (11

papers, 26.19%), resource allocation (11 papers, 26.19%),

resource utilization (3 papers, 7.14%), and real time (2 papers,

4.76%).

Contribution Type 2022 2023 2024 Total %
Tools 1 1 4 6 7.79%
Methods 3 9 10 22 28.57%
Process 1 8 6 15 19.48%
Models 3 5 8 16 20.78%
Metrics 3 7 8 18 23.38%
Total 11 30 36 77 100%

Table IV: Contribution Types from 2022 to 2024

Papers made between 2022 and 2024 are displayed in

a table that is divided into five contribution types: tools,
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methods, processes, models, and metrics. Out of the 77 total

contributions, Methods is the most common one with 28.57%,

followed by Metrics (23.38%) and Models (20.78%). Every

category represents a different area of contribution focus.

Models are abstract or theoretical frameworks of systems;

Tools are software or programming languages designed to

solve specific problems; Methods offer systematic approaches

or techniques. Process contributions focused on workflows and

Metrics provide ways to evaluate performance or efficiency,

most often through graphs. The total amount of contributions

has steadily increased during the last three years.

Research Type 2022 2023 2024 Total %
Solution Proposal 1 5 3 9 21.43%
Validation
Research

0 1 1 2 4.76%

Evaluation
Research

2 5 8 15 35.71%

Conceptual
Proposal

2 2 1 5 11.90%

Experience Article 0 0 0 0 0.00%
Opinion Article 0 0 0 0 0.00%
Total 5 13 13 31 100%

Table V: Research Types from 2022 to 2024

Table V is about the research types which are divided

into solution proposals which focus on presenting a new

idea, method, or tool to address an identified issue (9 pa-

pers, 21.43%), validation research is to validates a previously

proposed solution or method (2 papers, 4.76%), evaluation

research is the effectiveness or impact of an existing tool,

method, or process is assessed (15 papers, 35.71%), and

conceptual proposal involves presenting a new theoretical

framework or idea (5 papers, 11.90%). We got zero experience

articles and opinion articles.

Figure 4 summaries of the frequency of papers in each

category are used to illustrate the mapping. The frequency of

publications for each category is the main focus of the results

analysis. This allows for the identification of gaps and potential

areas for further research by highlighting the categories that

have received the most attention in previous studies. We used

a bubble plot to report the frequencies. This consists of two x-

y scatter plots with bubbles placed where categories intersect.

The number of articles in the two categories that correspond

to the bubble coordinates determines the size of the bubble.

Figure 4: Bubble plot of the mapping study

For the mapping study, we selected 23 papers and did an

extensive analysis of them. Our approach included identifying

the papers’ primary contributions before categorizing them

according to our classification scheme, the range of research,

and the methodologies. We also went forward and analysed

the papers’ conclusions before determining whether they were

supported by research. We also attempted to identify the con-

straints or limitations that happen when observing a particular

approach in each paper. This method helped us identify the

research gaps in the field and effectively organize the research

findings inside the green cloud computing field. Future studies

in this field are sure to be assisted by the research gaps that

have been highlighted.

RQ1-Which topics related to green (sustainable) load
balancing algorithms in cloud data centers have been
investigated, and to what extent?

Research on cloud data center green load balancing algo-

rithms has focused on several important areas, such as Energy-

efficient resource scheduling has been extensively studied.

Optimizing resource scheduling to reduce carbon emissions

in cloud data centers has been studied by Chitra and Getzi

[1]. In a comparable way, Dhaya et al. [13] studied energy-

efficient resource allocation and load migration, with a focus

on private cloud data centers, which are essential for lowering

energy usage.

Dynamic task scheduling for load balancing has been studied

to improve performance and resource allocation. Dynamic

scheduling techniques were developed by Khan and Sharma

[3] to ensure efficient resource distribution. In addition, Ya-

dav and Mishra [2] studied sustainable server utilization in

cloud data centers through efficient workload distribution.

Algorithms inspired by nature have been studied for load
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balancing. In order to increase resource allocation and energy

efficiency in heterogeneous environments, Tai et al. [11] pro-

posed integrated optimization-based methods. This was further

developed by Li et al. [19] with the use of meta-heuristic

methods such as ant colony optimization for sustainable load

balancing.

Another important area of research has been resource alloca-

tion models and energy-efficient protocols. While Kavitha et

al. [5] focused on the energy-efficient use of cloud computing

environments, Patel and Nayak [10] did a thorough review of

numerous protocols and models.

Additional significant variables that have been researched

include server usage and energy efficiency. To cut down on

energy use, Girsa et al. [8] suggested optimal load balancing

techniques. Similar difficulties in achieving energy-efficient

load balancing in cloud environments have been identified by

Tyagi et al. [12].

Lastly, studies like Malla et al. [9], who created polymor-

phous energy-efficient resource allocation algorithms in cloud

computing, and Badhoutiya [15], who studied ways to make

workstations more environmentally friendly, highlighted eco-

friendly cloud computing.

RQ2-What types of research methods and contributions
have been made in the study of green load balancing
algorithms for cloud data centers, and to what extent has
each type been represented?

Several research methods have been employed in this field,

which have resulted in a wide range of contributions.

Algorithm development has been a key focus in many studies,

aiming to create new solutions for energy-efficient load bal-

ancing. For example, Girsa et al. [8] proposed optimized algo-

rithms designed to reduce energy consumption, while Anjali

et al. [17] developed workflow classification and scheduling

methods that enhance energy efficiency in geo-distributed

cloud data centers.

Researchers commonly use simulation-based research to val-

idate their proposed algorithms. For example, CloudSim was

used by Patel and Nayak [10] to analyze several energy-

efficient methods. The same as simulations were used by

Kavitha et al. [5] to evaluate the performance of energy-

efficient deployment strategies in cloud environments.

Comparative analysis and reviews have assisted to explain

current techniques and their effectiveness. In order to improve

understanding of sustainable cloud methods, Chauhan et al.

[4] studied resource allocation models in cloud data centers,

and Shukla et al. [23] studied optimization and load balancing

techniques.

Furthermore, theoretical models have been proposed as frame-

works for guiding energy-saving strategies. While Kumar and

Jindal [16] studied optimizing data centers for environmental

sustainability through virtual machine allocation techniques,

Rathika and Soranamageswari [20] focused on reducing la-

tency and improving resource allocation efficiency in mobile

cloud computing environments.

Task offloading and load migration have become essential

methods in cloud computing that use less energy. Wang et al.

[21] made significant contributions through their work on task

offloading and resource allocation in edge-cloud computing,

addressing delay constraints. Amutha et al. [22] studied eco-

efficient task scheduling to improve cloud resource allocation

and load balancing.

RQ3-In which forums has research on green (sustain-
able) load balancing algorithms for cloud data centers been
published?

The majority of research on green load balancing

techniques has been published in two major forums: IEEE

and Scopus. IEEE has released a number of significant

studies on green cloud computing. Important contributions

to this topic have been published by a number of IEEE

conferences. To show efforts to improve energy efficiency

in cloud data centers, Chitra and Getzi’s [1] work on the

Green Computing Resource Scheduler was presented at an

IEEE conference. By focusing on workload distribution for

sustainable server utilization, Yadav and Mishra [2] also

made an impact through another IEEE conference. Khan

and Sharma [3], who focused on dynamic task scheduling

to improve resource allocation, and Chauhan et al. [4], who

conducted a comparative analysis of resource allocation

techniques, have also contributed to IEEE conferences.

Additionally, Kavitha et al. [5] and Kaur et al. [6] presented

their research at IEEE conferences on fog-cloud computing

and energy-efficient use in cloud environments, respectively.

Additional significant presentations at IEEE events consist

of the study of energy-efficient algorithms by Vankudre and

Rani [7], the optimized load balancing solutions by Girsa et

al. [8], and a comprehensive study of protocols and models
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for cloud computing security and energy efficiency by Patel

and Nayak [10]. With their optimization-based algorithm for

resource allocation in heterogeneous cloud systems, Tai et al.

[11] also made significant contributions through IEEE.

Similar to IEEE, conferences and publications included in

the Scopus provided significant innovative research in the

field of green cloud computing. While Dhaya et al. [13]

contributed by focusing on resource allocation and migration

techniques in private cloud data centers, researchers like

Tyagi et al. [12] have used Scopus to publish their work on

the difficulties of energy-efficient load balancing. Important

works like Sharma et al. [17], who studied energy-efficient

workflow classification and scheduling in geo-distributed

cloud data centers, and Choudhary et al. [18], who analyzed

load balancing techniques in cloud computing environments,

have also been featured on Scopus platform.

IV. DISCUSSION

The trends show that research increased between 2022 and

2024, however validation studies and solution ideas are still

behind, showing a lag in the development and testing of

new approaches. Also, real-time applications and resource

utilization are underrepresented but are essential for optimizing

cloud performance. According to these trends, cloud service

providers should give priority to energy-efficient solutions,

improve algorithms for load balancing and resource allocation,

and implement robust evaluation frameworks. Future research

should focus on developing and validating new approaches,

improving sustainability metrics, and exploring interdisci-

plinary approaches to deal with the growing complexity of

cloud computing. Journal papers should be given more atten-

tion for deeper analysis.

Some potential research gaps in the fields of cloud computing

and resource management have been identified based on the

data analysis and the focus areas in the graph. These findings

draw attention to areas where additional research and develop-

ment may result in notable advancements in the technology’s

theoretical and practical aspects. Some of the most important

findings are listed below:

1) Emphasis on Efficiency and Load Balancing: The chart

indicates a significant focus on efficiency and load

balancing, suggesting these are mature areas with sub-

stantial research and development activity.

2) Under-Representation of Real-Time Applications: There

is a noticeable lack of contributions in the area of real-

time applications within cloud computing. Despite the

growing demand for real-time capabilities in sectors like

finance, healthcare, and communication, the research

community appears to be lagging in this domain.

3) Lack of comprehensive approaches to resource utiliza-

tion: The bubble plot shows that, in comparison to topics

like efficiency and load balancing, there is a more limited

focus on resource utilization applications. A significant

gap exists in developing unified and integrated frame-

works that can optimize real-time environments.

For cloud computing research to produce credible and trust-

worthy results, validity threats must be addressed. It prevents

on researcher bias, guarantees that conclusions are based

in reality, and improves the findings’ applicability to actual

situations [26]. Ampatzoglou et al. [25] raise attention to the

importance of selection bias as a common risk in secondary

studies, where the selection of papers or sources might al-

ter findings by neglecting certain areas of study. There are

concerns regarding the findings’ generalizability because the

chosen data might not accurately reflect the whole field of

study. The fact that the research did not include the term ”real-

time application” in the search string could affect the validity

of the study. This might have caused relevant research that

concentrate on real-time systems to be excluded, which could

have affected our findings by removing significant papers in

this field. As a result, the findings may not be as applicable

to real-time applications as they could be.

V. CONCLUSION AND FUTURE WORK

Through our systematic mapping study on green cloud

computing, we were able to recognize that the real-time

capability of systems is not taken into account in many studies.

It can happen that the real-time capability of critical systems

can be at risk by a permanent optimization of the other topic

areas. On the other hand, it focused on energy efficiency, which

is the most important factor to achieve green and sustainable

cloud computing.

The focus of future work should continue to be on energy

efficiency and areas that improve it, because this is the factor
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that enables a green and sustainable cloud. However, more

studies should research the real-time capability and delay of

cloud applications, as these may be endangered by applica-

tions optimized for energy efficiency. Using AI and machine

learning together has a lot of potential to produce flexible,

energy-saving solutions. The gap between theory and practice

can be filled in part by carrying out industrial case studies and

conducting additional research on hybrid cloud environments.

In order to motivate innovation and establish standards for

more environmentally friendly cloud computing techniques, it

will also be essential to establish standardized sustainability

metrics and increase multidisciplinary collaboration.
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